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NAVIGATING THE EU AI ACT:
A COMPREHENSIVE META-GUIDE TO LEADING TOOLS

The European Union’s Artificial Intelligence Regulation (“Al Act”) marks a pivotal step in
regulating Al technologies across diverse sectors. As its reach grows, academics,
policymakers, and industry professionals need straightforward, up-to-date resources to
understand and apply these rules effectively. This meta-guide assembles and summarizes
some among the most valuable tools developed by researchers, providing a single,
convenient entry point for visualizing the Act’s provisions and simplifying its
implementation. By compiling these resources in one place, we aim to empower you to
navigate the complexities of the Al Act with clarity and confidence.

Act, numerous practitioners, international institutions, and organizations have
published tools designed to facilitate understanding of the legislation. Our toolbox
aims to bring together some of the most useful of these resources—particularly charts—

organized into several categories to help readers navigate the Act’s complexities with
greater ease.

Throughout the negotiation process and leading up to the entry into force of the Al
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I. Final text of the Al Act with Interactive ToC

Tool no. 1: Final text of the Al Act with interactive ToC

Following the publication of the Al Regulation in the Official Journal of the EU, the MIAI Al-Regulation Chair
published a pdf with the final text, as it appears in the Official Journal, to which we have introduced a
particularly useful interactive Table of Contents. Our pdf intends to become a particularly useful tool for all
practitioners and Al Act nerds. It allows a comprehensive overview of the Al Act’s structure, enabling users
to “click” and be directly transferred to different Titles, Chapters, and Articles, and then click again to get
back to the Table of Contents.

Pankaj Raj, a Research Fellow with the Al-Regulation.com Chair, prepared this final interactive Table of
Contents under the supervision of Professor Theodore Christakis.

m Al-Regulation Tools for Researchers and Practitioners
-

AI-REGULATION.COM

EU AI Act:

Final Text Published in the Official Journal
of the EU with Interactive Table of Contents

By Al Regulation Team

Chair Legal And R ory Implications Of Artificial Intelligence September 2024



https://ai-regulation.com/wp-content/uploads/2025/02/EU-AI-Act-Interactive-ToC.pdf
https://ai-regulation.com/
https://ai-regulation.com/wp-content/uploads/2025/02/EU-AI-Act-Interactive-ToC.pdf
https://ai-regulation.com/wp-content/uploads/2025/02/EU-AI-Act-Interactive-ToC.pdf
https://www.linkedin.com/in/pankaj-raj-29a896a3/
https://ai-regulation.com/
https://www.linkedin.com/in/theodore-christakis-9ab5a6260/
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II. Cheat Sheets of the Al Act

The Al Act aims to ensure the responsible development and deployment of safe, reliable Al systems by both
private and public entities across the European Union (“EU”). Having entered into force in August 2024, it
introduces new obligations that will affect operators at every stage of the Al value chain. Additional
provisions will take effect in the coming months and years, making it critical for professionals, policymakers,
and researchers to grasp the Act’s requirements from the outset.To help stakeholders quickly understand and
apply these rules, a variety of experts and institutions have created concise “cheat sheets” that break down
the Act’s key provisions, compliance timelines, and implementation tips. Below, we highlight two among the
most comprehensive and accessible resources, designed to help you navigate the Al Act at a glance.

Tool no. 2: Overview of the AI Act

This tool created by Oliver Patel in December 2023 is available both on the International
Association of Privacy Professionals (“IAPP”) website and his LinkedIn account. The cheat sheet
summarizes the key information about the Al Act and focuses on the classification of Al systems,
especially on prohibited Al systems, high risks Al systems and general purpose Al systems. It
provides a clear and easy understanding of the Act and an explanation of its risk-based approach
for both professional and non-experts.

£ EU Al ACT
" Cheat Sheet

Understand the world’s first comprehensive Al law
« Definition of Al: aligned to the recently updated OECD definition gﬂE
« Extraterritorial: applies to organisations outside the EU

+ Exemptions: national security, military and defence; R&D; open source (partial)
+ Compliance grace periods of between 6-24 months

 Risk-based: Prohibited Al >> High-Risk Al >> Limited Risk Al >> Minimal Risk Al

* Extensive requirements for ‘Providers’ and ‘Users’ of High-Risk Al

. Al Specific transp; and di i

THE BASICS

HIGH-RISK Al /I\

* Medical devices

* Vehicles

* Recruitment, HR and worker
management

* Education and vocational training

. ing elections and voters

* Access to services (e.g,, insurance,
banking, credit, benefits etc.)

« Critical infrastructure management|

+ Biometric categorisation systems (e.g., water, gas, electricity etc.)
using sensitive characteristics + Emotion recognition systems

 Specific policing o
applications « Law enforcement, border control,

PROHIBITED Al ®

« Social credit scoring systems

« Emotion recognition systems at
work and in education

« Al used to exploit people’s
vulnerabilities (e.g., age, disability)

. d

circumvention of free will
* Untargeted scraping of facial
images for facial recognition

* Law enforcement use of real-time
biometric identification in public
(apart from in limited, pre-
authorised situations)

migration and asylum

* Administration of justice

« Specific products and/or safety
components of specific products

KEY REQUIREMENTS: HIGH-RISK Al
. rights impact and
* Registration in public EU database for high-risk Al systems
. risk and quality system
« Data governance (e.g., bias mitigation, representative training data etc.)
« Transparency (e.g. Instructions for Use, technical documentation etc.)
« Human oversight (e.g., inability, auditable logs, i p etc.)
* Accuracy, robustness and cyber security (e.g., testing and monitoring)

GENERAL PURPOSE Al 'f:[%

« Distinct requirements for General Purpose Al (GPAI) and Foundation Models
« Transparency for all GPAI (e.g, technical documentation, training data
summaries, copyright and IP safeguards etc.)

for high-impact models with systemic risk: model

risk ial testing, incident reporting etc.

« Generative Al: individuals must be informed when interacting with Al (e.g.,
chatbots); Al content must be labelled and detectable (e.g., deepfakes)

PENALTIES & ENFORCEMENT

« Up to 7% of global annual turnover or €35m for prohibited Al violations

* Up to 3% of global annual turnover or €15m for most other violations

+ Up to 1.5% of global annual turnover or €7.5m for supplying incorrect info
« Caps on fines for SMEs and startups

* European ‘Al Office’ and ‘Al Board’ established centrally at the EU level

* Market surveillance authorities in EU countries to enforce the Al Act

« Any i

can maks about

Based on publicly-available information following the political agreement
reached by the EU institutions on 8 December 2023

Created by Oliver Patel, CIPP/E
Learn more about our Al Governance Center and find out latest Al resources on this topic page.



https://iapp.org/media/pdf/resource_center/eu_ai_act_cheat_sheet.pdf
https://www.linkedin.com/in/oliver-patel/
https://iapp.org/
https://iapp.org/
https://www.linkedin.com/posts/oliver-patel_eu-ai-act-cheat-sheet-understand-activity-7139895340735844352-ZD6p?utm_source=social_share_send&utm_medium=member_desktop_web&rcm=ACoAADbPzK0Bt-90cYpm5scHreWMpDEh9j8v2q4
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Cheat Sheet of the Al Act

Tool no. 3: Overview of the AI Act

This tool created by David Futter, Aimi Gold and William Barrow in their article “The EU Al Act is
here - What you need to know and what to do next” published in February 2024, is available on
Ashurst website. The cheat sheet provides a broader presentation of the Al Act with more in-depth
insights. It lists the key points of the text (penalties, responsibility, governance, compliance,
support for innovation and implementation). This content is useful for an informed audience
looking for a single page executive summary of the Al Act.

Key takeaways
Scope Risk categories Fines/Liability
for Al systems
Applies across the Al €35m or 7% of global
> v:Iﬁe chain to providers P> The higher the risk, > annual lum‘c;verg for
(i.e. developers and the more strict the rules breaching prohibited Al
companies instructing system rules

P> Certain Al systems which
pose an "unnacceptable
risk" due to the threat annual turnover for

they pose to people violations of other
are prohibited obligations

development), importers,
distributors, manufacturers
and deployers (i.e.
business users) of certain
Al systems

P> €15m or 3% of global ‘

)> Businesses and individuals P> "High-risk" Al systems are > €7.5m or 1% of global

outside of the EU that subject to the most annual turnover for

“first place on the market" onerous requirements supplying incorrect

or first install Al systems P Some Al systems information

g;,;?.f:gt;‘{? :rr:eAéu including those which > As the Al Act does not ‘
4 directly interact with

will be caught contain provisions on

> Obligations differ
depending on what role is
undertaken in the Al value
chain - however, the focus
is on providers and
deployers

Deadlines

Two year transition period
for compliance following
entry into force, except...

> Prohibited Al Systems will
be banned from 6 months
after Al Act enters into
force

> GPAI model rules will
apply 12 months after the
Al Act enters into force

Governance

people, are subject to
transparency obligations

> Where an Al system does
not meet any of the above
risk categories it is not
subject to the Al Act - the
EU anticipates that most
Al systems will fall into
this category

General purpose Al models —

> GPAI models (i.e.
foundation models) are
subject to a set of
specific rules

> GPAI models posing a
"systemic risk" are subject
to additional more
stringent requirements

P> Enforcement and implementation of the Al Act at a national
level will be undertaken by authorities designated by the

relevant Member State

> An EU Al Office will deal with standard setting, enforcement
and administrative tasks at an EU level

> An EU Al Board will facilitate the consistent and effective

application of the Al Act

P> A scientific panel of independent experts with "up-to-date
scientific or technical expertise” in Al is to be established to
support with enforcement of the Al Act

liability for the purposes
of damages claims and
compensation for
individuals harmed by Al,
two new, complementary
liability regimes have
been proposed by the
EU Commission: the EU
Al Liability Directive and
the revised EU Product
Liability Directive

Pro-innovation provisions —

> Member States are

required to establish at
least one Al regulatory
sandbox at a national

level (joint establishment
between Member States
will satisfy this requirement)

> Member States are

required to support Al
SMEs and start-ups,
including by organising Al
Act awareness raising and
training activities



https://www.ashurst.com/en/insights/the-eu-ai-act-is-here-what-you-need-to-know-and-what-to-do-next-in-2024/
https://www.linkedin.com/in/david-futter-ab190ab/
https://www.linkedin.com/in/aimi-gold-38755b5a/
https://www.linkedin.com/in/williamabarrow/
https://www.ashurst.com/en/insights/the-eu-ai-act-is-here-what-you-need-to-know-and-what-to-do-next-in-2024/
https://www.ashurst.com/en/insights/the-eu-ai-act-is-here-what-you-need-to-know-and-what-to-do-next-in-2024/
https://www.ashurst.com/
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heat Sheet of the A

Tool no. 4: Overview of the AI Act

This is the first page of a comprehensive tool created by Andrew Folks in his publication “EU Al
Act: 101” published in July 2024 and available on the IAPP website. The chart briefly explains the
purpose of the Act and the key changes brought by it, as well as the key challenges posed by it.

EU Al Act: 101

By IAPP Westin Fellow Andrew Folks

Purpose of the Al Act

— To lay down a comprehensive legal framework for
the development, marketing and use of Al in the
EU in conformity with EU values.

— To promote the uptake of human-centric and
trustworthy Al while ensuring a high level of
protection of health, safety and fundamental
rights, including democracy, the rule of law and
environmental protections.

— To support innovation while mitigating harmful
effects of Al systems in the EU.

Key changes the Al Act will bring Key challenges posed by the Al Act Important upcoming dates

- Classifies Al systems by level of risk and mandate — Protecting the fundamental rights to the protection —> The Al Act shall enter into force 1 Aug. 2024, following

development, deployment, and use requirements,
depending on the risk classification.

Establishes the Al Office to oversee general-purpose
Al models, contribute to fostering standards and

of personal data, private life and confidentiality
of communications through sustainable and
responsible data processing in the development
and use of Al systems.

its publication in the Official Journal of the European
Union 12 July 2024. It will be fully applicable 24 months
after entry into force, with a graduated approach

as follows:

testing practices, and enforce rules across member — Fostering innovation and competitiveness in the « 2 Feb. 2025: Prohibitions on unacceptable risk
states; the Al Board to advise and assist the European Al ecosystem, and facilitating its development. Al become applicable.
fr?mA"d"s_s'O" i”d metmbzr §tate %ompe'tdent au’:h_crlltles; = Understanding the interplay between the Al Act + 2 Aug. 2025: Obligations for general-purpose Al
ex:ert;lslzotg,thoen;r;rg :n\gstf\:zogrr:‘ilslsifm?canr:ca and existing rules applicable to Al, including on data governance become applicable.
’ rotection, intellectual property and data governance. .
Scientific Panel of independent experts to support P property & * 2Aug. 2026: All rules of the Al Act
implementation and enforcement of the act. — Navigating the complex supervision and enforcement become applicable, including obligations
stakeholder map that is forming. for high-risk systems.

Prohibits unacceptable risk Al. P 4 8 ¥

— Designing and implementing appropriate + 2 Aug. 2027: Obligations for all other high-risk

Introduces heightened technical and documentary
requirements for high-risk Al systems, including
fundamental rights impact assessments, and
requires conformity assessments.

multidisciplinary governance structures
within organizations.

systems become applicable.

— Requires human oversight and data governance.

Additional resources

—> |IAPP Al Governance Center = EU Al Act: Next Steps for Implementation = EU Al Act Cheat Sheet = European Commission's Al - Questions and Answers

IAPP disclaims all warranties, expressed or implied, with respect to the contents of this material, including any warranties of accuracy, merchantability or fitness for a particular purpose. Nothing herein should be construed as legal advice.

Updated July 2024.

. All rights reserved.

iapp.org



https://iapp.org/media/pdf/resource_center/eu-ai-act-101-chart.pdf
https://www.linkedin.com/in/afolks/
https://iapp.org/media/pdf/resource_center/eu-ai-act-101-chart.pdf
https://iapp.org/media/pdf/resource_center/eu-ai-act-101-chart.pdf
https://iapp.org/
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Cheat Sheet of the Al Act

Tool no. 5: Scope of the Al Act, the actors

As the Al Act applies to a wide variety of actors from the Al systems value chains, it is key for the
operators to identify clearly their role and classification under the Act. This diagram published in
the article “Who's Who under the EU Al Act: Spotlight on Key Actors” wrote by Vivien F. Peaden
in March 2024 is available on Baker Donelson’s website. This tool offers a visual representation
of the scope of the regulation, by focusing on the entities subject to the regulation, as mentioned
in Article 2. A brief definition of these entities, accompanied by a pictogram, is proposed.

The Who's Who under the EU Al Act

Al Value Chain
N < Qr e
A 9y 23 L
N\ ) « >
" ¢+
Provider Deployer Manufacturer Importer Distributor Representative
Persons* developing Al Persons that Persons that provide, EU Persons that Persons that EU Persons
Systems or GPAI* use** Al Systems distribute, or use Al Release Al Systems make Al Systems appointed by
Models for Release* under its Systems in the EU with bearing non-EU based available in the Provider to perform
under its name (for free authority their products under Provider’s name and EU Market obligations under
or commercial use) their own name or mark the EU Al Act
trademark

+ Persons = a natural or legal person, public authority, agency, or other body + GPAI = General Purpose Al

* Release = places on the market or puts into service ** Other than for personal, non-professional activity

BAKER_DONELSON



https://www.bakerdonelson.com/whos-who-under-the-eu-ai-act-spotlight-on-key-actors
https://www.bakerdonelson.com/whos-who-under-the-eu-ai-act-spotlight-on-key-actors
https://www.linkedin.com/in/vivien-fang-peaden-aigp-pls-cipp-us-e-cipm-6b910916/
https://www.bakerdonelson.com/
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Cheat Sheet of the AI Act

Tool no. 6: Scope of the AI Act

This cheat sheet created by Oliver Patel in July 2024 is available on his LinkedIn account. This tool
offers a broad presentation of the scope of the regulation. It includes a definition of the systems
and entities subject to the regulation, as well as the territorial scope and exemptions.

Definitions, Scope
& Applicability

EU AI Act Cheat Sheet Series

Understand the EU Al Act in 9 Cheat Sheets

KEY TAKEAWAYS

The EU Al Act has broad scope, applying horizontally to Al activities.

There are different requirements for High-Risk Al Systems, General-Purpose
Al Models and transparency-requiring Al systems (e.g., generative Al).

Most legal obligations are Al Providers’ responsibility, but there are also
significant new requirements for Al Deployers, Importers and Distributors.
The EU Al Act has extraterritorial scope and applies to organisations globally.
The EU’s definition of Al is expansive and aligned to the OECD’s definition.

Al PROVIDERS
& DEPLOYERS

Providers develop Al systems,
which are used by Deployers.
Different legal obligations and
responsibilities for Providers and
Deployers.

Deployers can become Providers
in specific circumstances.

EXEMPTIONS

TERRITORIAL
SCOPE

Applies to Providers making Al
systems / models available in the
EU, irrespective of their location.
Applies to EU-based Deployers.
Applies to Providers and Deployers
based in non-EU countries, if the Al
output is used in the EU.

Al used for military, defence and national security purposes.

Al developed and used solely for scientific research and development.
Research, testing or development of Al before it is made available or used.
International organisations and non-EU public authorities using Al systems
in the context of law enforcement and judicial cooperation with the EU.
Individuals using Al for purely personal non-professional activities.
Open-source Al systems, unless they are part of prohibited, high-risk or
transparency requiring Al systems, and general-purpose Al models.

KEY DEFINITIONS

Al System

Al Deployer

Intended
purpose
Serious
ident
Deep fake

General-Purpose
Al Model

son, public

1 Definitions, Scope &
Applicability

1L Prohibited AI Systems

111 High-Risk AI Systems S

1V. Requirements for
Providers

V. Requirements for
Deployers

VI. General-Purpose Al

VIL Compliance &
Conformity Assessment

VIIL Governance &
Enforcement

IX. EU Al Liability Law

EU AI Act Cheat Sheet Series
Created by Oliver Patel



https://www.linkedin.com/posts/oliver-patel_eu-ai-act-cheat-sheet-series-activity-7201889799345967107-9oer/?utm_source=share&utm_medium=member_android
https://www.linkedin.com/in/oliver-patel/
https://www.linkedin.com/posts/oliver-patel_eu-ai-act-cheat-sheet-series-activity-7201889799345967107-9oer/?utm_source=share&utm_medium=member_android
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III. Classification of Al systems and models

The Al Act does not regulate Al systems (i.e., products and services that are powered by Al) as such. Instead, it
focuses on the specific use cases that pose varying levels of risk. Employing a “risk-based approach,” the Act
classifies Al applications into categories ranging from “unacceptable risk” to “minimal risk,” assigning
different obligations and compliance requirements to each level. Consequently, it is crucial for Al operators
and developers to determine where their systems fall within this spectrum. Correct classification ensures that
they apply the appropriate rules and measures—whether more stringent or less restrictive—based on the
potential impact and risk profile of their Al solutions.

Tool no. 7: Classification of Al systems

This tool created by Theodore Christakis and Theodoros Karathanasis in their article “Tools for
navigating the EU Al act: (2) Visualisation pyramid”, published in March 2024, is available in the
Al Regulation.com website. The authors explain that their intention was to offer “a comprehensive
visualisation pyramid designed to illuminate the intricate logic and core content of the EU Al Act
in a single, intuitive graphic”. This tool on the risk-based classification system of the Al Act, relates
the level of risk to the obligations with which players in the Al value chain will have to comply.
The authors argue that they have adopted a bold approach, by integrating the “systemic” risk tier
into the current pyramid structure in order to harmonize it with the overarching logic of the Al
Act and uphold its conceptual coherence.

EU Al Act: A Risk-Based Approach

Unacceptable Risk .
Art.5, e.g. some forms of social scoring, ——— P?’hibned but
facial or emotion recognition... with some exceptions
High Risk
m,,,gcm nai Permitted subject to strict
e.g. systems used in law enforcement requlrements & ex ante-conformity
& border control self-assessment
Systemic Risk
3PAI models with Permitted but need to assess

PRI ot g & mitigate risks, test, reporting ...

Permitted but respect
transparency + copyright for GPAI

Minimal Risk Permitted
e.g. vast majority of Al systems with no restrictions

@Al-Regulation.Com - inspired by the Commission’s Initlal graphic



https://ai-regulation.com/visualisation-pyramid/
https://www.linkedin.com/in/theodore-christakis-9ab5a6260?miniProfileUrn=urn%3Ali%3Afs_miniProfile%3AACoAAEAo1BMBy2qSiYbqZkTQm1yH1ojx-zJq67U&lipi=urn%3Ali%3Apage%3Ad_flagship3_search_srp_all%3BMKe2DwNKRJ6OWu%2BEzqfh4Q%3D%3D
https://www.linkedin.com/in/dr-theodoros-karathanasis?miniProfileUrn=urn%3Ali%3Afs_miniProfile%3AACoAABejhQ4Bgfb61H3Hus5AEWM_5OCByWm0ulY&lipi=urn%3Ali%3Apage%3Ad_flagship3_search_srp_all%3B0%2BKBq2odRtaRZhwDGB%2FMRw%3D%3D
https://ai-regulation.com/visualisation-pyramid/
https://ai-regulation.com/visualisation-pyramid/
https://ai-regulation.com/
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Classification of Al systems and models

Tool no. 8: Classification of Al systems

This tool is another pyramid created by Tambiama Madiega from the European Parliament
Research Service in a Briefing related to the Al Act published in September 2024 on the European
Parliament’s website. The pyramid presents the risk-based classification system by connecting
each level of risk with the associated obligations and examples. In this version, the author

dissociates general purpose Al models and Al systems by addind a separated layer under the main
pyramid of risks.

EU Al act risk-based approach

Violation of EU fundamental rights

and values, €—

Prohibition

—p» Unacceptable risk

Impact on health, safety or fundamental rights.

Conformity assessment, post-market monitoring, <& . —p High risk

etc.

Risks of impersonation, manipulation or
deception (e.g. chatbots,deep fakes,
Al-generated content).
Information and transparency
obligation

Transparency risk

Common Al systems e.g. spam
filters, reccommender
systems, etc.
No specific requlation

e o us . —»  Minimal risk
Artificial intelligence systems

General purpose Al models (GPR\)

GPAI models - Transparency requirements
GPAI with systemic risks - Transparency requirements, risk assessment and mitigation

Datasource: European Commission.

10


https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf
https://www.linkedin.com/in/tambiama-madiega-99592510/?originalSubdomain=be
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf
https://www.europarl.europa.eu/portal/en
https://www.europarl.europa.eu/portal/en
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Classification of Al systems and models

Tool no. 9: Classification of Al systems

This chart created by Standard & Poor’s Financial Services is part of the article “Your Three
Minutes In Al: The EU Al Act Could Become A Global Benchmark” published on S&P Global’s
website. It proposes a visualisation of the risk-based approach of the Al Act without following the
pyramid paradigm. It also introduces a series of “ethical principles” and the distinctions between
general-purpose Al models.

The Al Act in a nutshell
An industry-wide, risk-based approach guided by ethical principles
Applicable across industries General purpose Al systems
(ethical principles) A risk-based approach to Al systems  (foundation models)
;  Human agency and Risk level :
ft oversight i
] Technical robustness and Prohibited Unacceptable
~— safety
(:‘(5 Privacy and data Conformity assess- .
~ governance ment and EU-wide ally
__ Diversity, non- database reporting

Y . . . . 7
% discrimination, and fairness Tier 2

~ Transparency Limited
‘u?'% Transparency
= Societal and environmental
gl well-being Code of conduct
V1 Accountability

MM

Sources: EU Al Act; S&P Global Ratings.
Copyright © 2024 by Standard & Poor’s Financial Services LLC. All rights reserved.
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https://www.spglobal.com/ratings/en/research/articles/240315-your-three-minutes-in-ai-the-eu-ai-act-could-become-a-global-benchmark-13039862
https://www.spglobal.com/ratings/en/research/articles/240315-your-three-minutes-in-ai-the-eu-ai-act-could-become-a-global-benchmark-13039862
https://www.spglobal.com/ratings/en/research/articles/240315-your-three-minutes-in-ai-the-eu-ai-act-could-become-a-global-benchmark-13039862
https://www.spglobal.com/en
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Classification of Al systems and models

Tool no. 10: Self-assessment Al system risks classification

This tool created by James Kavanagh in the article “Are you building a High-Risk Al System?” in
January 2025 is available on the website Ethos. Leveraging research from the European Law
Institute, the chart introduces a first-level assessment method to guide providers of Al systems
and actors of the Al value chain through the qualification of their Al system. It favours a

pedagogical and illustrative approach that breaks down the qualification criterias for a high-risk
Al system.

Are you building a High-Risk Al System? The Company Ethos ¢

thos-ai.
A Quick Decision Chart ethos-al.org

Factor | (Development Path)

Factor 1 S Did you use machine learning, large datasets, or domain-specific rules (expert
Does your system use significant systems) in a meaningful way?

data or encode expert knowledge? Ifyou rely heavily on sophisticated data-driven or rule-based models, that’s (++)
strong indication of Al. If you only used minor data analysis or minimal domain

1 knowledge, that's a milder (+). Generic software with no specialized data is (0)
++ +
‘ Strong Moderate

'Y v

Factor Il (Adaptiveness in Operation)

: Factor 2 A Does the system self-optimize, learn online, or create new know-how to

Does it learn or optimise achieve a goal (e.g., real-time traffic routing, reinforcement learning, advanced
over time? scheduling)?

If yes, you might assign (++) or (+). If it's simply running a fixed model (like a

static classifier) or pure forward calculation, that suggests (0)

e Factor Ill (Degree of Indeterminacy of Outputs)
5 aF or o Are outputs like predictions, creative recommendations, or decisions that a
Does it make or inform decisions that human would otherwise reach through discretion?

typically need human judgement? If outputs are highly subjective (++), that’s a strong indicator of Al. Otherwise,
they may be moderately variable (+) or almost entirely deterministic with

L minimal room for interpretation (0).
++ +
‘ Strong Moderate m

N ]

Tally Your Pluses
Count the total If you get three or more “+” signs overall, with at least two factors having at
N least one "+,” you likely have an Al System under Article 3.Fewer than that total
o
numberfof Sl and your product is probably outside the scope of “Al System” for the EU Al Act

+H+
or more

Classified as an Al System
under the EU Al Act

High-Risk Domains (Annex 3 EU Al Act)
Is the system used in or marketed The Act specifically lists several domains in its Annex il
to a high-risk domain? Biometric identification (e.g., facial recognition in public spaces)
Critical infrastructure (transport, energy, water)
Education or vocational training (e.g., tools for scoring exams)
Worker management, or access to self-employment (e.g., Al-based hiring)
Essential private and public services (e.g., credit scoring for loans)
Law enforcement applications (e.g., predictive policing)
Border management and immigration (e.g., border screening)
Administration of justice (e.g., Al used in judicial decision-making)

Could a malfunction or misuse
lead to significant risks for an
individual or society?

High-Risk Al System Standard Al System !
(Extensive obligations apply) (Basic obligations apply) £ e et ke GG o the ArplTcation of e GeRmition oF 0 A1
System in the Al Act: ELI Proposal for a Three-Factor Approach
hitps upload/p.

ELI_Response_on_the definition_of anAL System.pdf
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https://www.ethos-ai.org/p/are-you-building-a-high-risk-ai-system
https://www.linkedin.com/in/jameskavanagh1?miniProfileUrn=urn%3Ali%3Afs_miniProfile%3AACoAAAGarz8Bh5JutpWQ0RJl-VTbsmceVvR18xY&lipi=urn%3Ali%3Apage%3Ad_flagship3_search_srp_all%3BuuPZHCUXQRWoiPvcfF9P5A%3D%3D
https://www.ethos-ai.org/p/are-you-building-a-high-risk-ai-system
https://www.ethos-ai.org/
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IV. Operators’ obligations

The regulation requires operators to comply with a series of obligations that vary according to the risk level of
the Al model or system and the type of operator, over the entire product lifecycle.

Tool no. 11: Operators’ obligations, Al systems-based approach

This tool created by the Austrian Regulatory Authority for Broadcasting and Telecommunications
in the publication “Provider obligations” is available on their website. This chart presents the
obligations with which operators must comply, according to the classification of their system.

Al Act: Provider obligations

The scope of obligations decreases according to the risk classification of the Al system/Al model

High risk GPAI rr?oc!el GPAI model AI systgm AF §ystem
Al system systemic risk limited risk minimal risk
Art. 4

Al literacy Art. 4 Art. 4 Art. 4 Art. 4
Transparency towards downstream actors Art. 13 Art. 55 (1) Art.53(1) b Art. 50 (1), (2)

Data requirements Art. 10 Art. 55 (1) Art.53(1)c, d

Technical documentation Art. 11 Art. 55 (1) Art.53 (1) a

Cooperation with authorities Art. 21 Art. 55 (1) Art. 53 (3)

Appointment of authorized representative (if third country) Art. 22 Art. 55 (1) Art. 54

Risk management Art. 9 Art.55(1)a, b

Accuracy, robustness and cybersecurity Art. 15 Art. 55 (1) d

Registration resp. notification obligations Art. 49 Art. 52 (1)

Reporting obligations to authorities Art. 73 Art. 55 (1) ¢

Record-keeping Art. 12

Implementation of human oversight tools Art. 14

Labelling requirements Art. 16 b

Ensuring accessibility requirements Art. 16|

Quality management Art. 17

Documentation and log-keeping Art. 18, 19

Corrective actions Art. 20

Conformity assessment procedure, -declaration, -marking  Art. 43, 47, 48

Al Service Desk ai.rtr.at @ RTR
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https://www.rtr.at/rtr/service/ki-servicestelle/ai-act/Provider_obligations.en.html
https://www.rtr.at/rtr/Startseite.en.html
https://www.rtr.at/rtr/service/ki-servicestelle/ai-act/Provider_obligations.en.html

Operators’ obligations

Tool no. 12: Operators’ obligations, operators-based approach

This tool created by Miige Fazlioglu is part of a toolbox designed to help understand the EU Al Act
Compliance published in October 2024 and available on the IAPP’s website. The publication
includes several tables aiming to “illustrate the articles of the EU Al Act that apply to each operator
across three broad classes: high-risk Al systems, Al systems and general-purpose Al models”. As
explained, “some requirements apply only to certain operators, i.e., providers, deployers, product
manufacturers, authorized representatives, importers and distributors, while some apply to
multiple or all operators”. Checkmarks in the table “indicate the operators to which the article is
of primary relevance, recognizing it may still be applicable or relevant to others not explicitly
referenced”.

AT-A-GLANCE

EU Al Act Compliance Matrix

By IAPP Principal Researcher, Privacy Law and Policy, Mage Faziioglu CIPP/E, CIPP/US

)
e}
T

THE OPERATORS
EU Al Act that apply to each
e b4
£ g o
5 3% e
v ¢ g2 2B ., g
3 g€ g& £§ £ 3
2 & 35 s% § 2
8 ¢ 85 58 & &
& 8 &t ¢ E o

HIGH-RISK Al SYSTEMS

Article 6: Classification rules for high-risk Al systems
Article 8: Compliance with the requirements

Article 9: Risk management systems

Article 10: Data and data governance

Article 11: Technical documentation

Article 12: Record-keeping

Article 13: Transparency and provision of information to deployers
Article 14: Human oversight

Article 15: Accuracy, robustness and cybersecurity

Article 16: Obligations of providers of high-risk Al systems

Article 17: Quality management system

Article 18: Documentation keeping

Article 19: Automatically generated logs

Article 20: Corrective actions and duty of information

Article 21: Cooperation with competent authorities

Article 22: Authorized representatives of providers.
of high-risk Al systems

Article 23: Obligations of importers
Article 24: Obligations of distributors

Article 25: Responsibilities along the Al value chain

[CHONONCIOOHCNCHCHONCHCNOHCNONCHONCHCHO]

[GNO]
[CHONGHNO]

[ONCNY)

Article 26: Obligations of deployers of high-risk Al systems.

Article 27: Fundamental rights impact assessments 1o}
for high-risk Al systems

Article 41: Common specifications
Article 43: Conformity assessments
Article 44: Certificates

Article 47: EU declaration of conformity
Article 48: CE marking

Article 49: Registration

[SNS)

Article 71: EU database for high-risk Al systems listed in Annex Iil

Article 72: Post-market monitoring by providers and post-market
monitoring plan for high-risk Al systems

[SINCRIONOHCNONCHONS)

OO O® ® O06

Article 73: Reporting of serious incidents

Article 86: Right to explanation of individual decision-making

Article 4: Al Literacy
Article 49: Registration

Article 50: Transparency obligations for providers and users
of certain Al systems.

Article 71: EU database for high-risk Al systems listed in Annex Iil

Q@
(%]
(@]
%]

GENERAL-PURPOSE Al MODELS

(]
(]
(<]
(]
@
(]
Q@
(]

[SINQ]

Article 41: Common specifications

Article 51: Classification of general-purpose Al models
as general-purpose Al models with systemic risk

Article 52: Procedure
Article 53: Obligations for providers of general-purpose Al models

Article 54: Authorized representatives of providers
of general-purpose Al models

Article 55: Obligations for providers of general-purpose
Al models with systemic risk

Article 56: Codes of practice

Article 89: Monitoring actions

v Updated October 2024,
g e iapp.org
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https://iapp.org/media/pdf/resource_center/eu_ai_act_compliance_matrix.pdf
https://www.linkedin.com/in/mugefazlioglu/
https://iapp.org/resources/article/eu-ai-act-compliance-matrix/
https://iapp.org/resources/article/eu-ai-act-compliance-matrix/
https://iapp.org/
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Operators’ obligations

Tool no. 13: Operators’ obligations

This tool created by_Future of Privacy Forum is available in their Resources on the EU Al Act
published in December 2024. This diagram presents the obligations with which operators must
comply and the authorities responsible for enforcing them.

e, % Advisory Forum National Authorities Supervise o »
. == . " Notifying Authorities
Supranational Q | National Level o & & Enforce Fundamental Rights @ fying
Level (EU . Member State]
— é Scientific Panel ( ) M\ Market Surveillance Notified Bodies
European Al Office Member O© Authortities B etz
Comxission (EC) f-% States
0.0
000
oy JA
European Data Protection Supervisor Al BOARD f
( N +
T . . q " Al Literacy
Obligations for Providers: Monitoring Acti Automatically Cooperation w/__ Conformity Assessments — Art 43 A
“TechnicallDocumentation onitoring Actions Generated Logs Competent Authorities Certificates — Art 44 . N .
. —Art 89— —Art 19— —Art 21— ! ° Classification of Risk
+ Testing EU Declaration of Conformity — Art 47 —Art 6—
« Evaluation Quality M (il CE Marking — Art 48
: . . gmt Responsibilities along larking Transparency
° |"}\9n9"533“°n with Al systems Code_(i:f;;'fctlce System the Al Value Chain _ _Art 50—
- - —Art 17— —Art 25— Reporting Post-Market EU Database Registration
Serious Incidents Monitoring incl. A I
Compliance with Corrective Actions _Art 73— _Art 72— ‘(:nc ‘49””5’; 7)1
Obligations for Providers of —Arts 9-15- —Art 20— s Cl
Systemic Risks: Classification of - A R . - .
. Model Evaluations Systemic Risk(s) Obligations of HRAI System Deployers Right to Explanation of Individual Decisions ~ Fundamental Rights Impact Assessments
« Assessment and —Art 51— —Art 26— —Art 86- A —Art 27—
Mitigation of Risks )
« Documentation and Procedure for the \ 4
Reporting (to AlO and NCAs)  Classification of ) ) ) GPAI Providers
Cybersecurity GPAI Models A LiggRiSKAlSystemiboviders % (including large GPAI models)
—Art 55— —Art 52— |
% GPAI Providers A Non-High-Risk Al
L ) (including GPAI models posing systemic risks) System Providers

(!) Keep in mind that HRAI System Deployers need to fulfil obligations also under Articles 13, 14, 15, 20, 25, 49, 71,72, 73
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https://fpf.org/wp-content/uploads/2024/12/FPF-AI-Governance-Framework-IG-11x17-December-2024.pdf
https://fpf.org/
https://fpf.org/fpf-resources-on-the-eu-ai-act/
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Operators’ obligations

Tool no. 14: Conformity assessment process

This tool created by the European Commission is available in their page related to the Al Act. The
chart presents the conformity assessment process used to prove compliance with obligations for

high-risk Al systems.

e %

A high-risk Al It needs to undergo Registration of
system is the conformity stand-alone Al
developed. assessment and systems in an EU
comply with Al database.
requirements.”
*For some systems
2 notified body is
involved tco.
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A declaration
of conformity needs
to be signed and the
Al system should
bear the CE marking.
The system
can be placed
on the market.

If substantial
changes
happen in the
Al system's
lifecycle



https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://commission.europa.eu/index_en
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
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V. Governance framework

To implement and ensure proper application of the Al Act, multiple governing bodies have been or are
projected to be established at both national and supranational levels. Each entity has its own distinct yet
complementary mission, scope, and responsibilities. To help stakeholders fully understand this governance
framework and visualize how these bodies interact, we have identified several tools that clarify their roles
and relationships.

Tool no. 15: Governance framework

This tool created by Future of Privacy Forum is to be found in their resources on the EU Al Act.
This chart permits to visualise at a glance the bodies responsible for implementing the Al Act at
different levels and the interactions between them.

EU Al Act — Implementation Dynamics

European
Commission

< MONITORS, SUPERVISES, European Data
INVESTIGATES Protection Supervisor

d

A N

DESIGNATES &
ESTABLISHES

Supranational

% Advisory Forum

Level (EU)

SELECTIS]
EXPERTS

A Scientific Panel

Al Office (EC)

[ oo
L&.&J

Al BOARD

APPOINT

ﬁ National Authorities Supervise
& & Enforce Fundamental Rights

IDENTIFY

.......... »

HA Market Surveillance
@@ Authortities 2

National Level N
(Member States) Q

A (¥ Notifying Authorities
Member P

1
1
States Notified Bodies (_: Advises

1
1
1
1
1
1
= (Conformity A nent Bodies) I
| : Guides,
blEi
1y
1
1
1
: ....... Designates
[

Coordinates
o GPAI Providers <
2 K.g (including GPAI models posing systemic risks)
-@> !
A\High—Risk Al System Providers & Establishes

=> (Conformity Assessment needed) <€ - 7 %./

= = = Monitors,
Supervises,
Investigates
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https://fpf.org/wp-content/uploads/2024/12/FPF-AI-Governance-Framework-IG-11x17-December-2024.pdf
https://fpf.org/
https://fpf.org/fpf-resources-on-the-eu-ai-act/
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Governance framework

Tool no. 16: Governance framework

This tool is part of the article A Robust Governance for the Al Act: Al Office, Al Board, Scientific
Panel, and National Authorities” wrote by Claudio Novelli, Philipp Hacker, Jessica Morley, Jarle
Trondal, and Luciano Floridi, published in September 2024 at the European Journal of Risk
Regulation. This diagram presents the various institutions responsible for implementing and
monitoring the application of the EU Al Act. It identifies the relationships between each
institution, including the corporate level.

Supranational level

advices & guides &
supports coordinates
Al Board

—{ European Commission
| AlOffice (DG-CNECT) Sy I
|
advices & p : I
gppoints gppoints |
t
supports l l : Member States
- T aadvices & '
Advisory Scientific b ! lichHesian
Forum Panel !
|
__________________________________________________ :
Corporate level :
monr‘t’qr & supervise ! Notifying Su:c:irlil(aer:ce
nadl ' | Authorities o9
! Authorities
- 2 :
GPAIl providers : [
O J :
: recognise, monitor & notify
High-risk Al [ Notified .
L system providers ) assess the conformity Bodies National level

t
|
|
|
1
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https://www.cambridge.org/core/journals/european-journal-of-risk-regulation/article/robust-governance-for-the-ai-act-ai-office-ai-board-scientific-panel-and-national-authorities/98FEE97C8F9423DFCC28CBE063F9753B
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation/article/robust-governance-for-the-ai-act-ai-office-ai-board-scientific-panel-and-national-authorities/98FEE97C8F9423DFCC28CBE063F9753B
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation/article/robust-governance-for-the-ai-act-ai-office-ai-board-scientific-panel-and-national-authorities/98FEE97C8F9423DFCC28CBE063F9753B
https://www.linkedin.com/in/claudio-novelli-397995200?miniProfileUrn=urn%3Ali%3Afs_miniProfile%3AACoAADNnKOMBccueh5dJj9rCU0DpXyHVwlOwR8E&lipi=urn%3Ali%3Apage%3Ad_flagship3_search_srp_all%3B7ddtr1Q5QJefYDuLQNhACg%3D%3D
https://www.linkedin.com/in/philipp-hacker-078940257?miniProfileUrn=urn%3Ali%3Afs_miniProfile%3AACoAAD9SIFwBCcDWmjTyoy2Bue93NgPC4RZrYDM&lipi=urn%3Ali%3Apage%3Ad_flagship3_search_srp_all%3BJWDqql6HSie4L1r5eMwQvQ%3D%3D
https://www.linkedin.com/in/jessicarosemorley/
https://www.linkedin.com/in/jarle-trondal-5824a832/
https://www.linkedin.com/in/jarle-trondal-5824a832/
https://www.linkedin.com/in/luciano-floridi/
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation
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Governance framework

Tool no. 17: Governance framework

This tool created by Laura Pliauskaiteé in the toolbox EU Al Act Stakeholder Map published in May
2024 is available on IAPP’s website. This tool is interactive. To explore all its potentialities click

here. The chart aims to provide an overview of the instances involved in implementing and
monitoring the application of the Al Act.

EU Al Act Stakeholder Map

By IAPP European Operations Coordinator Laura Pliauskaite

EUROPEAN COMMISSION

European
Data Protection
Supervisor
European standardization Scientific Panel of
organizations EC NI o SL Sy S Independent Experts

MEMBER STATES

EUAI
testing support
structures

National competent authorities

h— === =

National authorities Judicial authorities
protecting or independent
fundamental rights administrative bodies

Law enforcement or civil Note: Clicking on
protection authorities each stakeholder title
will bring you to more

details on their role.

EU level Established at the EU level but Established at the EU . Independent Independent bodies accredited . Member-state level
has institutional independence or member-state level P at the member-state level

Based on publicly available information following the adoption of the EU Al Act by the European Parliament 13 March 2024

TAPP disclaims all warranties, expressed ot implied, with respect to the contants of this material, including any warranties of accuracy, merchantabiliy, or fitness for & particular purpose. Nothing herein should be construed as legal

A advice. Published May 2026.
©2024 IAPP. All rights reserved. iapp.org
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https://iapp.org/media/pdf/resource_center/eu_ai_act_stakeholder_map.pdf
https://www.linkedin.com/in/laura-pliauskaite/
https://iapp.org/resources/article/eu-ai-act-stakeholder-map/
https://iapp.org/
https://iapp.org/media/pdf/resource_center/eu_ai_act_stakeholder_map.pdf
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VI. Penalties

To encourage responsible Al deployment and ensure compliance, the Al Act establishes a tiered penalty
system based on the severity of infringements. These penalties reflect the EU’s commitment to safeguarding
Al systems, deterring violations, and reinforcing public trust. To clarify these provisions and the associated
obligations, we have selected tools and guides that offer structured explanations and visual aids, simplifying

the understanding of key responsibilities and consequences.

Tool no. 18: Penalties of the EU Al Act

This guide was published by Holistic Al in February 2024. The contributors to this guide are
Osman Gazi Guclitiirk, Airlie Hilliard, and Siddhant Chatterjee. The chart aims to inform
stakeholders about the stringent penalties for non-compliance under the Al Act, emphasizing the
importance of adhering to regulatory standards to avoid substantial fines and reputational

damage.

General fines
for operators
of Al systems

Penalties

General fines
for operators
of Al systems

For Union
institutions,
agencies and
bodies

Up to 35 000 000 EUR or, if the
offender is a company, up to 7

% of its total worldwide annual
turnover for the preceding
financial year, whichever is higher

Up to 15 000 000 EUR or, if the
offender is a company, up to

3% of its total worldwide annual
turnover for the preceding
financial year, whichever is higher

Up to 7 500 000 EUR or, if the
offender is a company, up to 1

% of its total worldwide annual
turnover for the preceding
financial year, whichever is higher

Up to 15 000 000 EUR or, if the
offender is a company, up to

3% of its total worldwide annual
turnover for the preceding
financial year, whichever is higher

Up to EUR 1500 000

Up to EUR 750 000

Non-compliance with the prohibition of the artificial intelligence practices under Article 5

Non-compliance with the following:

« obligations of providers pursuant to Article 16

-« obligations of authorised representatives pursuant to Article 25

« obligations of importers pursuant to Article 26

-« obligations of distributors pursuant to Article 27

« obligations of deployers pursuant to Article 29, paragraphs 1 to 6a

- requirements and obligations of notified bodies pursuant to Article 33, 34(1), 34(3), 34(4), 34a
« transparency obligations for providers and users pursuant to Article 52

The supply of incorrect, incomplete or misleading information to notified bodies
and national competent authorities in reply to a request

In one of the following:

« Infringement of the GPAI-relevant provisions

« Failure to comply with a request for document or information pursuant to
Article 88i or supply of incorrect, incomplete or misleading information

« Failure to comply with a measure requested under Article 68k

« Failure to make available to the Commission access to the general purpose
Al model or general purpose Al model with systemic risk with a view to conduct
an evaluation pursuant to Article 68j

Non-compliance with the prohibition of the artificial intelligence practices under Article 5

Non-compliance of the Al system with any requirements or obligations

Holistic Al
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https://www.holisticai.com/blog/penalties-of-the-eu-ai-act?
https://www.holisticai.com/blog/penalties-of-the-eu-ai-act?
https://www.linkedin.com/in/osmangucluturk/
https://www.linkedin.com/in/airlie-hilliard/
https://www.linkedin.com/in/siddhantchatterjee/
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Penalties

Tool no. 19: Penalties of the EU Al Act

The Al Regulation penalty guide, prepared by Al-regulation.com, offers a clear and structured
overview of the penalties for non-compliance under the Al Act. The table categorizes penalties
into three levels of infringements, outlining the corresponding articles and fines.

Article .

Non-compliance with prohibited practices
1 Very Serious Article (Article 5); Failing to meet high-risk Al

Infringements 71(3) requirements (Articles 8-158); Circumventing
conformity assessment procedures (Article 43)

Failure to provide clear information on the Al

Up to €30 million or 6% of
global turnover

Serious Article system purpose (Article 52); Non-compliance v, €2 million or 4% of
2 Infringements 71(4) with obligations for limited-risk systems global turnover
(Article 52(3)); Inadequate reporting of high-

risk system malfunctions (Article 62)

Failing to register high-risk Al in EU database
3 Other Article (Article 60); Not cooperating with supervisory Up to €10 million or 2% of
Infringements 71(5) authorities (Article 64); Omitting updates to global turnover
technical documentation (Article 16)

Al-Regulation.com
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VII. Measures to support innovation

The Al Act introduces a range of measures to foster innovation, with particular emphasis on Al regulatory
sandboxes. These supervised environments allow organizations to develop, test, and validate Al systems
under the guidance of competent authorities, ensuring compliance while encouraging experimentation.

Tool no. 20: The EU Artificial Intelligence Act: A Guide for Businesses

The Matheson Al Act Guide was published in October 2024 on Matheson website. It outlines key
measures to support innovation under the EU Al Act, and the extract presented here focuses on
Al regulatory sandboxes.

@ In Brief

= Chapter VI (Articles 57-63) sets out a framework
for promoting Al innovation, in particular through Al

regulatory sandboxes.

National authorities must establish at least one Al
regulatory sandbox at national level, which will be
operational by 2 August 2026 (Article 57(1)).

What are Al Regulatory Sandboxes?

= An Al regulatory sandbox is defined as a controlled
framework set up by a competent authority to offer
providers or prospective providers of Al systems the
possibility to develop, train, validate, and test, where
appropriate in real-world conditions, an innovative Al
system, pursuant to a sandbox plan for a limited time
under regulatory supervision (Article 3(55)).

= A sandbox plan, in turn, means a document agreed
between the participating provider and the competent
authority  describing the objectives, conditions,
timeframe, methodology, and requirements for the
activities carried out within the sandbox (Article 3(54)).

= Al regulatory sandboxes aim to enhance legal certainty
for innovators and the competent authorities’ oversight
and understanding of the opportunities, emerging risks
and the impacts of Al use, to facilitate regulatory learning
for authorities and undertakings, including with a view to
future adaptions of the legal framework (Recital 139).

Role of National Authorities

= National authorities must establish at least one Al
regulatory sandbox at national level, which must be
operational by 2 August 2026 (Article 57(1)).

= National authorities are tasked with providing guidance,
supervision and support throughout the sandbox
lifecycle, identifying risks, in particular to fundamental
rights, health and safety (Article 57(6)).

= National authorities must issue exit reports, detailing
the activities carried out in the sandbox and the related
results and learning outcomes. Providers may use such
documentation to demonstrate their compliance with
the Al Act. The European Commission and the Al Board

22



https://www.matheson.com/docs/default-source/ai-act/matheson-ai-act-guide-oct-2024.pdf?utm_source=chatgpt.com
https://www.matheson.com/docs/default-source/ai-act/matheson-ai-act-guide-oct-2024.pdf
https://www.matheson.com/
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Measures to support innovation

Tool no. 21: Guide to the Al Act - a detailed breakdown of what vou need to know

The Guide to the Al Act by A&L Goodbody was published in October 2024. It includes a section on
measures to support innovation under the Al Act (Articles 57-63): Al regulatory sandboxes, real-
world testing, and support for SMEs.

IAl Al Literacy Articles 53-59 sets out rules in respect of

the functioning of such sandboxes, including
Article 4 of the Act includes a general rules around how access will be provided, the
requirement for the Providers and Deployers length of access, the liability for any damage
of any type of Al systems to take measures to occurring as a result of experimentation
ensure, to their best extent, a sufficient level within the sandbox and the management of
of Al literacy of their staff and other persons personal data within such sandboxes.

dealing with the operation and use of Al
systems on their behalf, taking into account
their technical knowledge, experience,
education and training and the context the Al
systems are to be used in, and considering the
persons or groups of persons on whom the Al
systems are to be used.

ii. Real World Testing: Article 60 and 61
sets out approved conditions to allow
for the testing of HRAI systems within
real world conditions. The conditions
include specifications in respect of the
testing plan which must be created
and submitted to the relevant MSA,
the transfer of data relating to the test,
the length of the testing period, level
of oversight required and the type of
consent providers are required to obtain
from subjects of the testing prior to their
participation.

Bl Measures in support for innovation
(Article 57 - 63)

i. Sandboxes: Each Member State must
establish at least one “Al regulatory
sandbox” at a national level, which must be
operational within 2 years from the date
the Act enters into force.

ili. Smaller enterprises: Article 62 places a
number of obligations on Member States
to assist in encouraging SMEs to apply the
Act to their operations, including through
the provision of training and advice
on application. Article 63 allows for
microenterprises to comply with certain
elements of the quality management
system required under Article 17 in a
simplified manner, to take account of the
relative resources available.

An ‘Al regulatory sandbox’ is defined

as a controlled framework set up by a
competent authority which offers providers

or prospective providers of Al systems the
possibility to develop, train, validate and test,

a new Al system, pursuant to a “sandbox plan”
for a limited time under regulatory supervision.
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https://www.algoodbody.com/images/uploads/services/Commercial-Tech/AL_Goodbody_-_Guide_to_the_AI_Act.pdf
https://www.algoodbody.com/images/uploads/services/Commercial-Tech/AL_Goodbody_-_Guide_to_the_AI_Act.pdf
https://www.algoodbody.com/
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Measures to support innovation

Tool no. 22: Al Regulatory Sandboxes

The European Union Artificial Intelligence Act: a guide created by Bird & Bird highlights key
measures in support of innovation under the Al Act, particularly focusing on Al regulatory
sandboxes and SME incentives.

Al regulatory sandboxes

The Al Act enables the creation of “regulatory
sandboxes” to provide a controlled environment in
which to test innovative Al systems for a limited
period before they are placed on the market or
otherwise put into service. The objectives of the Al
regulatory sandbox regime include:

» fostering Al innovation while ensuring
innovative Al systems comply with the Al Act;

e enhancing legal certainty for innovators;

* enhancing national competent authority
understanding of the opportunities, risks and
the impacts of Al use;

» supporting cooperation and the sharing of
best practices; and

e accelerating access to markets, including by
removing barriers for SMEs and start-ups.

What is a regulatory sandbox under the Al Act?

The Al Act defines an “Al regulatory
sandbox” as:

“a controlled framework set up by a
competent authority which offers providers
or prospective providers of Al systems

the possibility to develop, train, validate

and test, where appropriate in real-world
conditions, an innovative Al system, pursuant
to a sandbox plan for a limited time under
regulatory supervision.”

Al regulatory sandboxes can be established
in physical, digital or hybrid form and may
accommodate physical as well as digital products.
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VIII. Timeline and Next Steps

The Al Act establishes a phased timeline and clear milestones for compliance. Beginning with its entry into
force on August 1, 2024, the Act rolls out additional deadlines over the next three years—including
prohibitions on unacceptable-risk Al and obligations for high-risk systems. To help stakeholders stay on
track, we have identified tools and guides that offer concise timelines, actionable steps, and visual aids,
simplifying the journey toward full compliance with the Al Act.

Tool no. 23: EU Al Act: Next Steps for Implementation

This chart prepared by the IAPP outlines key milestones and timelines under the Al Act.

iapp

EU Al Act

Next Steps for Implementation

The EU Al Act was proposed in April 2021, politically agreed in
December 2023 and published in the Official journal of the EU
12 July 2024. It will be a keystone regulation for the development
and deployment of Al in the EU and around the world.

KEY DATES

Entryinto force: 1 Aug. 2024 Entryinto applk
“ Exceptions exist for

\ed the Al Pact, which calls on Al system
yers to voluntarily implement some
the Al Act prior to application.

ENTRY INTO FORCE: 1AUG. 2024

* X x
* *

2FEB.
** 2025 : ‘ | * X x
* 4 * X onus.
* 2025 *
Six months after entry into force * *

= Prohibitions on unacceptable risk AL * 4 %

12 months after entry into force
- obl

* X %
=
s i

* 2FEB. *

* 2026 * -

* *
* 4 %

18 months after entry into force
= Commission implements act on
post-market monitoring.

%2026 *
* *

* X %
* 5 *
2AUG. *

* 2027 * 24 months ter et into
* 5 %

36 months after entry into force

al de

me Alsystems.
agricultural

* X %
L omegon
* 2030

* 4 x

FURTHER RULEMAKING GUIDANCE
= The Commission can issue delegated acts on ~» The Commission can ssue guidance on:
+ Defintion of Al system.
+ Criteria and use cases for high-risk AL
ids for general purpose Al models with
crisk 2
Technical documentation requirements for + Prohibited Al practices “when deemed necessary.”
neral purpose A + Application of the definition of an Al system “when
d

conformity. ents for high-risk Al systems "when
necessary.”

The Commission's power to issue delegated acts
lasts for an initial period ending 2 Aug. 2029 and
is extendable for another fiv years.

+ Practical implementation of transparency obligations
“Wwhen deemed necessary.”
+ Relationship of the Al Act and it enforcement with
= The Al Officeis to draw up codes of practice covering, other EU law “when deemed necessary.”
but not necessariy imited to, obligations for providers
> The Commissionis toissue its report on is delegated
powers no later than nine months before five years.
after entry into force.

of general purpose Al models. Codes of practice should
be ready by 2 May 2025 and should provide at least a
three-month period before taking effect
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meline a

Next Steps

Tool no. 24: EU Al Act Timeline

The Future of Privacy Forum prepared in December 2024 a comprehensive implementation and
compliance timeline of the Al Act. The timeline offers a complete overview of the different
application dates associated with the provisions entering into force. Additionnaly, the tool
provides a summary of the key definitions and succinctly presents the periodical evaluation and
review of the Act.

FUTURE

EU Al Act

A COMPREHENSIVE IMPLEMEN ION & COMPLIANCE TIMELINE

General Applicability of the Regulation & HRAIs
obligations under Annex Ill kick in, within 24
months after the entry into force. (Art. 113)

(New) general-purpose Al model obligations
will kick-off within 12 months after the entry
into force. (Art. 113(b)) The providers and deployers of
HRAIs intended to be used by
public authorities need to comply
within six years from the entry

into force. (Art. 111(2))

Member States have to ensure that their competent
authorities establish at least one operational sandbox,
within 24 months after the entry into force. (Art. 57(1))

Member States will have to designate their
Market Surveillance Authorities to act as the

Single Point of Contact. (Art. 70(2))
Publication to the

EU Official Journal
& Entry into force
of the Al Act which
marks the 24 month
countdown of
activities towards
full effect and
enforcement.

The Member States shall notify the Commission
of the rules on penalties and of other enforcement
measures. (Art. 99(2))

Scope and Definitions
apply, six months after
the entry into force.
(Art. 113(a))

Member States should lay down and notify to the
Commission the rules on penalties. (Rec. 179)

Al systems which are components
of the large-IT systems

1 by the legal acts
included in Annex X, and placed
in the market 36 months before
the entry into force, will need

to comply before 31 December
2030. (Art. 111(1)

The Commission should issue guidance to
facilitate compliance with the obligations on
serious incident reporting (for HRAIs). (Art. 73(7))

The AIA affects operators of HRAIs marketed
before 24 months from its start date, only

if these systems experience major design
changes thereafter. (Art. 111(2))

Provisions on Prohibited
Al kick off, six months
after the entry into
force. (Art. 113(a))

(5) Annual review of the list of Prohibited Al
practices by the Commission. (Art. 112(1))

FULLY
OPERATIONAL
PROCESS

AUG Nov

2024

MAY
2025

AUG
2025

FEB
2026

AUG
2026

AUG
2027

BEFORE END
OF 2030

2024

The Member States
have to identify their
Fundamental Rights
authorities within
three months after
the entry into force.
(Art. 77(2))

The Al Office will have to publish Code(s) of
Practice for General Purpose Al (GPAI) within
nine months after entry into force. (Art. 56(9))

The European Commission (after consulting the
European Al Board) has to provide guidelines

specifying the practical implementation for the
i 1 of HRAIs, no later than 18 months

If by 12 months no (adequate) CoP is in
place, the EC may issue implementing acts.

Standards-setting process: To be in
place before the general applicability
of the Al Act. 30 April 2025 is set as

the deadline for deliverables from EC’s
standardization request C(2023)3215.

after entry into force. (Art. 6(5) and 96)

The Commission shall update guidelines previously
adopted when deemed necessary. (Art. 96(2))

The Commission shall adopt an implementing
act laying down detailed provisions establishing

a template for the post-market monitoring plan.

(Art. 72(3))

Application of HRAI obligations that fall
under Annex |, within 36 months after the
entry into force. (Art. 113(c))

Providers of general-purpose Al models,
placed on the market before 12 months
from the date of entry into force, shall
comply with their obligations by 36 months
from the date of entry into force. (Art. 111(3))

1. the Commission shall evaluate and report to the European Parliament and
to the Council of the EU on the following:

PERIODICAL EVALUATION(S) & REVIEW(S): By four years from the entry into force and every four years thereafter,

2. the Commission shall evaluate the functioning of the Al Office. =~ 4, the Commission shall evaluate the

impact and effectiveness of voluntary

codes of conduct (by four years from
the entry into force and every three
years thereafter). (Art. 112)

- amendments to the list
of Al systems requiring
additional transparency
measures in Article 50;

- the need for amendments
extending/adding
headings in Annex Il
(high-risk Al);

-amendments enhancing 3.
the effectiveness of
the supervision and

the Commission shall submit a report on the review of the
progress on the of i deliverables
on the energy-efficient development of general-purpose models;

governance system.
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